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In November 2002, a group of university and public sector
investigators, in collaboration with the National Center for
Atmospheric Research (NCAR), hosted a workshop to identify
key issues and opportunities in the systematic development
and application of hardware and software (hereafter referred
to as cyberinfrastructure) for environmental research and
education over the next decade. Approximately 100
researchers, educators, industry representatives, and govern-
ment program managers (listed in Appendix 1) participated
in this three-day event. The participants represented many
of the intersecting disciplines within the broad environmen-
tal sciences (ocean, solid earth, and atmospheric sciences;
ecological science; remote sensing; biodiversity science;
etc.), as well as the computer and computational sciences.
The workshop had two main objectives:

• to provide advice and background information on
how one might structure and implement future
cyberinfrastructure programs,

• to facilitate communication and partnerships
among interested environmental researchers 
and educators as they define and implement
cyberinfrastructure projects.

Organization and Methodology
The workshop included a series of plenary presentations with
associated discussions. Four interdisciplinary breakout groups
focused on functional aspects of environmental research and
education and the current and potential role of cyberinfrastruc-
ture for the broad environmental arena:

• collecting data and making it available,

• generating and using data: data assimilation,
analysis, and modeling,

• collaboration tools and strategies,

• creating a new kind of environmental scientist.

On the third day, breakout groups representing disciplinary
areas (ocean, atmosphere, solid Earth, and computer sciences)
addressed the same topics from their perspectives. In this way,
the primary issues were discussed from multiple vantage points.
Each group was asked to identify cyberinfrastructure needs,
major challenges, broad principles to guide implementation,
near-term opportunities for progress, issues requiring further
investigation, and the best means of fostering cooperation
between computer scientists and environmental scientists.

The workshop resulted in two main products. This document 
is intended as a high-level synthesis of the workshop results.
It was authored by the workshop steering committee (listed in
Appendix 1) and focuses on those issues identified during the
workshop that the committee sees as most important. The con-
ference Web site (http://www.ncar.ucar.edu/cyber/index.htm)
includes more detailed information about the workshop
breakout sessions, copies of the presentations made during
the workshop, and links to other relevant sites.The steering
committee emphasizes that [we do not see these reports as
providing definitive community consensus]. We rather see
this work as an initial step in a complex process of identifying
and agreeing on cyberinfrastructure priorities for environmental
research and education.
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Introduction



There are many overlapping definitions of cyberinfrastructure.
For the purposes of this report, we have used the term to
mean the set of reliable, well-specified, and interoperable
connections of electronic hardware and software that
allows people to discover, learn, teach, collaborate, dissemi-
nate, access, and preserve knowledge in their domain.
Cyberinfrastructure extends from the scientific instrument to
the desktop of the working scientist and encompasses net-
works, models, data sets, metadata, data archives, data analysis
and manipulation tools, as well as communication and collab-
oration tools and environments. The successful development
and use of cyberinfrastructure are largely dependent on suc-
cessful integration of the work of computer and computation-
al scientists, domain scientists, social and behavioral scientists,
engineers, and information technologists.

We use the term environmental research and education in
the broadest possible sense to mean activities intended to
understand, document, and explain the Earth system.
Environmental research and education thus embrace the
entire suite of environmental disciplines, including the
oceanic, atmospheric, biological, hydrological, ecological,
geographical, geologic, and solar-terrestrial sciences,
environmental engineering, and social science and com-
puter science focused on or relevant to environmental
issues. It also encompasses interdisciplinary activities
such as research and education focused on climate
change, coupled human and natural systems, coupled
biological and physical systems, the relationship of 
people and technology, and other areas.
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Environmental research and education are characterized
by a number of attributes that make cyberinfrastructure
especially important for this field of scientific endeavor.
Many environmental research activities are observationally
oriented, rely on the integration and analysis of many
kinds of data, and are highly collaborative and interdiscipli-
nary. Much of the relevant data needs to be geospatially
indexed and referenced, and there is a host of currently
noninteroperable data formats and data manipulation
approaches. Spatial scales vary from microns to thousands
of kilometers; time scales range from microseconds (for
some fast photochemical reactions) to centuries or millen-
nia (for paleoclimate and Earth evolution studies); and data
types range from written records and physical samples to
long-term instrumental data or simulation model outputs.

The successful development and deployment of a new
generation of satellite, ground-based, and aircraft observ-
ing systems over the last decade have resulted in the
ongoing production of very large data sets that must be
ingested, analyzed, and archived in an easily accessible
fashion. Further increases in data volumes are expected.
For instance, NASA’s Terra satellite produces about 194
gigabytes (GB) of raw data per day; this total rises to 850
GB per day when processed to higher levels. At the other
end of the range are individual scientists (and students)
gathering data one point at a time who want to collect,
archive, and analyze their results with sophisticated tools
and integrate their results into the global knowledge base.
The societal and policy relevance of much environmental
research has resulted in significant funding  but is also
resulting in demand for analysis and production of results
on time scales of days to months rather than years to
decades. In some cases, real-time or near-real-time data
collection, distribution, use, and response are required for
decision support. Many scientific investigations and policy
and management applications rely on geospatially referenced
data, and the effective integration of these data with data that
are not geospatially referenced is increasingly important.

These and other factors have led to the ongoing develop-
ment of environmental research cyberinfrastructure. There is
a strong consensus in the broad environmental science and
education community that (1) increased support for and (2)
more effective application of such cyberinfrastructure will 

• accelerate discovery,

• increase scientific productivity and 
educational effectiveness,

• revolutionize existing disciplines,

• foster new interdisciplinary science and create 
new fields of scientific endeavor,

• democratize science—education and research—by 
making a full range of capabilities available to anyone 
with Web access, and

• enable new connections between science and society
(government, communities, businesses) that could lead 
to significant societal and economic benefits.

Comprehensive development and deployment of modern
cyberinfrastructure for environmental science and educa-
tion will revolutionize the individual disciplines. It will also
create new hybrid disciplines that will fundamentally
change the way that science is taught and transform the
relationship between scientific research and societal deci-
sion making. It was the strong sense of the participants in
the workshop that a full commitment to the development
of environmental cyberinfrastructure is a sine qua non for
the success of planned major research programs within
the National Science Foundation and other agencies, as
well as for multiagency initiatives in Earth system science.
The question therefore is not whether to embark on an
aggressive program but rather how to shape it to optimize
the effective use of resources and augment its positive
impact on science and society.
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Enhanced communication and collaboration among
heretofore separate efforts, and planning that considers
environmental cyberinfrastructure as a whole, are needed
to assure that the potential benefits of environmental
research are realized. For instance, continued improve-
ments in high-end supercomputing capacity, accessibility,
and networking are considered necessary to meet growing
scientific requirements, but these improvements must be
accompanied by software enhancements and improved
collaboration tools in order maximize scientific benefits.
Improvement in tools and capabilities must in turn be
accompanied by greater attention to educational and 
workforce issues, with particular attention to more effective
teaming of computer scientists, software engineers, and
environmental scientists and better integration of computer
and computational science in environmental coursework.
Development of such a holistic approach will be challeng-
ing. Duplication of effort, wasted resources, and missed
opportunities are real dangers. “Last mile” issues (extending 
network capabilities to individual end users) and legacy
data issues, as well as support for usable permanent data
archives, have proven to be persistent problems.

There was widespread agreement that many of the most 
fundamental challenges are cultural and sociological. The
successful development, deployment, and application of
cyberinfrastructure are fundamentally about making con-
nections and fostering a new level of collaboration among
scientists, educators, and students. The most obvious
example is the need for deeper collaboration between
environmental domain researchers and computer and 
computational scientists. Agreement on this point recurred
across presentations and breakout group reports—all four
breakout groups listed it as a major challenge—along with

recognition that the prevailing cultures in environmental and
computer sciences do not fully support such collaboration.
Matching needs and capabilities is difficult. When it comes
to cyberinfrastructure, most environmental scientists and
educators value reliability and usability over cutting-edge
innovation, while many computer scientists value innovation
more. Another aspect of this problem is reward structures.
Even within the broad environmental domain, cross-
disciplinary and interdisciplinary activity tend not be valued as
highly as work within disciplines in the granting of promotions,
tenure, and awards. Cooperation with the computer sciences 
is even less important in building professional credentials
and reputation. The same holds true for infrastructure work,
such as the assembly and curation of large data sets and the
development and management of software.

The workshop also identified programmatic challenges.
Interagency coordination was seen as a major issue.
In the environmental sciences, the Department of Energy,
the National Aeronautics and Space Administration, and
the National Oceanic and Atmospheric Administration
provide major support to the academic community for
activities that could be characterized as environmental
cyberinfrastructure. The federally mandated National
Spatial Data Infrastructure and Geospatial Data One-stop
initiatives are run through the U.S. Geological Survey in
the Department of the Interior. Enhanced coordination
among these existing efforts and any new National
Science Foundation program in cyberinfrastructure is
needed to minimize overlap and duplication, ensure that
there are no major gaps, and enable NSF to profit from
lessons learned in other programs. It is not clear that 
any of the existing coordination mechanisms in IT or 
environmental research are adequate for this task.
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Table 1: Environmental Research & Education Cyberinfrastructure Needs

Hardware and Systems

• High-speed networking

• Last mile solution

• More, and more available, computing cycles

• Environmental research synthesis centers

Software and Services

• Interoperability

• Agent technology

• Tool boxes and tutorials

• Development and deployment of interaction tools

Data

• Analog-to-digital conversion for 

preservation of legacy data sets

• Data integration and representation

• Metadata standards, linkages to data

• Documentation and quality control

Sociocultural

• Community building

• Reward systems and incentives

Challenges



Long-term, sustained support for cyberinfrastructure
development is itself another key programmatic challenge.
There is no clear end point for such an effort, and some
aspects of cyberinfrastructure development are unlikely to
be effectively supported through three- to five-year grants.
Sustaining cyberinfrastructure is likely to require a new busi-
ness model and adequate expertise in running production
and perhaps customized systems and services. Successful
implementation of environmental cyberinfrastructure 
programs will depend on

• a process for building and sustaining shared 
infrastructure within and across communities,

• application of best practices and lessons learned so that
the current cyberinfrastructure can become as reliable as
the physical infrastructure we all rely on in our daily lives,

• program structures that substantially increase community
buy-in for metrics, interoperability, and standardization.

As noted throughout this document, environmental cyber-
infrastructure falls at the intersection of the environmental
and computer science domains, making the structuring of
competitive opportunities and the effective review of pro-
posals quite difficult. In the current system, innovative
proposals risk having too much computer science for 
environmentally oriented reviewers and too much environ-
mental science for computer science–oriented reviewers.

Even the NSF Information Technology Research (ITR) program,
which requires integration of domain and computer sciences,
routinely denies funding for cyberinfrastructure projects
because reviewers usually prefer proposals in which both
components are innovative over proposals that are primar-
ily development or application oriented. The former often
consume most of the limited funds available.

Several scientific and technical challenges were also seen as
significant. The rapid pace of technological change and its
mismatch with the timelines of major environmental research
projects are seen as a major issue. The ongoing evolution of
computer hardware, driven largely by commercial forces,
has reduced the cost of high-end computing but has
forced environmental scientists to frequently adapt codes
and algorithms to new architectures. The problem of opti-
mizing high-end climate and weather models for parallel
architectures is one example, but similar difficulties afflict
many smaller-scale modeling, analysis, and visualization
activities, including the migration of advanced program-
ming languages to high-end platforms. Another important
technical challenge is the very rapid and ongoing increase in
the volume of data from large-scale ground- and space-based
measurement systems and simulation models. It is becoming
difficult to continue to archive all raw data produced by
such systems, leading to formidable questions about which
data should be preserved and how to provide data access,
discovery, and retrieval.
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The workshop identified a wide variety of environmental
cyberinfrastructure needs (see Table 1) and opportunities.
The following discussion focuses on five areas where
potential benefits seem most widespread and near-term
scientific payoffs most likely.

1. Development and deployment of more effective and 
economical collaboration tools to enable deeper research
cooperation among researchers at widely dispersed locations.
Especially important are basic, affordable, and ubiquitous
videoconferencing capabilities and more sophisticated means
of collectively visualizing and manipulating data in real time.
Ideally, multiple entry points with varying capabilities would
be available, and the ongoing design and upgrade of inter-
faces would be informed by behavioral research to ensure
that they are as usable as possible. The need for improved
interaction tools cuts across research and education and was
seen as fundamental to enabling deeper collaboration among
disciplines and to facilitating access to information and analyt-
ical capabilities, thus stimulating democratization of science
and helping to remove barriers for underrepresented groups.

Opportunities for near-term progress include

> Formation of new environmental research and education
collaboratories that would encompass scientific (disciplinary
or interdisciplinary) research programs, interlinked observa-
tional networks, data analysis and modeling facilities, and
educational activities. These could be regional or could be
organized around the cross-cutting research themes of
Complex Environmental Systems: Synthesis for Earth, Life,
and Society in the 21st Century (AC -ERE, 2003). They could
help galvanize the development and application of new
collaboration tools while promoting the interdisciplinary
approaches needed to improve understanding.

> A major expansion of the AccessGrid, or similar technologies,
across the academic community. Such an expansion would
enable more routine interactions of investigators at dispersed
locations and should be coupled with funding opportunities
to build on, improve, and generalize the current generation of
collaboratory technologies.

Near-term Opportunities



2. Improvement in the accessibility and usability of 
computational tools and the interactive capabilities of 
data systems, data archives, and repositories through
better documentation and quality control, more sophisti-
cated data portals and related methodologies, and devel-
opment of cross-disciplinary solutions and tools, including
discipline-neutral standards for interoperability. Near-term
opportunities (that could perhaps be supported through 
a solicitation for innovative methods for data analysis,
storage, and manipulation) include

> Development of data grids and federation of all classes 
of databases for community sharing, based on best practices
for the systems and services and their federation. The
development of tools for handling special data types is
another area that is ripe for progress (examples: True 3D
data, structured vs. unstructured data, relational vs.“flat”
data sets), as are data interface standardization (or a process
for standards consensus), availability, and preservation.
Analysis and visualization tools are crucial for advancing 
scientific knowledge and hinge directly on cyberinfrastruc-
ture that supports transparent distributed data access and
flexible coupling with collaboration environments.

> The creation of a roadmap for the application of cyber-
infrastructure that could include information on how to
develop and/or adapt and use tools such as ontologies,
data mining, and data cleansing. Ideally, this could be
coupled with the development of an environmental
research and education cyberinfrastructure portal or
interface that could be called up at any site and would
make the roadmap, tools, and toolboxes easily available.

> Further development of digital libraries with a distributed
system of permanent archives, including deeper links among
the existing digital library projects and federations (which
umbrella the projects) that would respond to the education
needs of environmental research beyond their current disci-
pline-specific focuses. (It is possible that this can be done for
collaboratories as well.)  Formalizing teaching modules for
environmental science and engineering, with mechanisms
for review, feedback, etc., and insertion of these into a digital
library, should be part of this effort.

3. Model simulation, where the need for more capable
and accurate models is coupled with requirements for
better interoperability among models and model compo-
nents, more sophisticated data assimilation techniques
and systems, more capable hardware, and improved
access to computing capabilities. Near-term opportuni-
ties for progress include

> The development of large-scale community models of
Earth system processes that integrate the efforts of many
investigators in community code development, dissemina-
tion, and intercomparison. Such efforts have resulted in
significant scientific progress and community building in
climate and weather modeling, and are clearly applicable
in oceanography, solar-terrestrial physics, and other fields.

> Interoperation of model and experimental data sets such
as in the Network for Earthquake Engineering Simulation
grid (NEESgrid), and the development of data assimilation
methodologies that more effectively use observational data
streams in simulation activities. Another area of particular
promise is the interoperability of atmospheric data sets and
models with Geographic Information Systems.

> Application of modern software engineering practices to
small- and medium-scale model development, including the
definition of software frameworks, analysis and evaluation
of model component interoperability (similar to the current
Earth System Modeling Framework (ESMF) effort focused on
climate and weather models)  and creation of flexible codes
that are easily adaptable to new architectures. Such activi-
ties hold significant promise for easing model development
by increasing the availability of well-documented software
components that could be applied in diverse development
and application efforts.

4. Continued improvement in scalable computing 
capabilities and access to such capabilities. It was 
generally agreed that major progress has been made 
in establishing widespread high-speed networks in the
United States, but that requirements are growing faster
than capabilities. The major needs are for extending net-
working capability and access (the “last mile” problem and
global connectivity). Further improvements in computing
power and accessibility of high-end computing systems
are also critical. Workshop participants concurred that
computing requirements in environmental science overall
continue to far exceed available resources, especially in
the areas of climate and ocean modeling. In other areas,
existing computational resources are adequate but not
accessible, efficacious, or integrated. Significant invest-
ment and progress in networking and, even more impor-
tantly, in software and services, are needed to improve
access and usability. Near-term opportunities include

> Increasing the access of small and medium-sized centers
and individual investigators to computational resources  and
improving the use of these resources. Coupled with software
improvements, improved connectivity among these groups
and between them and major computing centers would
help to bring computing resources and services to a wider
range of investigators.

> Improving the connectivity among major research 
centers (i.e., through expansion of the TeraGrid and other
grid programs and networks). Such improvements would
enable deeper connections among the high-end National
Partnership for Advanced Computational Infrastructure
(NPACI) centers and the researchers in and communities
served by environmental research centers, and would
facilitate new software and data management collabora-
tions and more-rapid transfer of new computer science
capabilities into the environmental science domain.
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5. Cyberinfrastructure community building. There is a
strong need to enhance relationships and team building
between the computer science and environmental domains.
Potential innovations include educational modifications
aimed at nurturing a new generation of scientists and
educators who are more informed by both domains,
improving support services for, and thus the inclusion of,
lower-end users, and forging new links among activities
that are now pioneering environmental cyberinfrastruc-
ture development and application in relative isolation.
One of the more interesting aspects of the workshop was
the widespread recognition of common cyberinfrastructure
challenges in different environmental disciplines and the
potential for significant benefits and efficiencies through
more-regular exchange of information and the develop-
ment of new partnerships and collaborations. Near-term
opportunities include

> Support for interdisciplinary team proposals and, in particu-
lar, for those that integrate the efforts of software engineers
and environmental domain scientists in the definition and
development of new applications. Such interdisciplinary
activities will build the cyberinfrastructure community and
accelerate progress towards a robust, reliable, and usable
cyberinfrastructure that serves a wide range of users and
enhances environmental research and education.

> Leveraging the collaboratories. The existing suite of 
collaboratories offers a strong base to build on. We suggest
taking advantage of the cyberinfrastructure within existing
collaboratories and educational systems that provide
immediate, exciting, and relevant science/engineering, and
establishing a new class of “production” collaboratories with
dedicated cyberinfrastructure funding for coordinating
activities among distributed scientific communities.

> Continued workshops. An ongoing series of cyberinfra-
structure workshops would facilitate discussion, cooperation,
and community building. An annual or biennial general con-
ference on environmental cyberinfrastructure could serve as
an anchor for the developing community. More specialized
topical workshops that involve scientists, educators, and
practitioners would be an effective means of disseminating
education and training materials and instruction in how to
use cyberinfrastructure-based tools. Workshops organized
around the interdisciplinary research areas outlined in
Complex Environmental Systems would help with defining
specific requirements. Workshops are also an effective
means of gathering various environmental research and
education communities together to identify and describe
the grand challenges that could be facilitated by cyberinfra-
structure (examples: documentation of biodiversity, natural
hazard and disaster prediction and response, human health
and the environment).

> On-line journals. Electronic journals have helped revolu-
tionize some areas within the physics community but have
not yet had the same success in the environmental sci-
ences. On-line journals such as the American Geophysical
Union’s Geochemistry, Geophysics, Geosystems (G3) may be
the prototype for the rest of environmental cyberinfrastruc-
ture. Methods to support and expand e-journals ought to
be pursued within and across disciplinary lines.

> New reward systems. Finally, the development of cyber-
infrastructure reward systems using new metrics (data 
citations, interdisciplinary collaborations, education, etc.),
and possibly including the establishment of a new cyberin-
frastructure journal, and the integration of computer science
and information technology into environmental graduate
education provide a means of building the environmental
cyberinfrastructure community.
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Table 2: General Principles to Guide Implementation of Environmental Cyberinfrastructure

Effective new environmental cyberinfrastructure programs
and projects should evolve from and take full advantage of
current efforts; be responsive to evolving technology and
changing scientific, educational, and societal requirements;
and address the needs of the full scientific community, not
just those engaged in cutting-edge technological areas.

• Open systems and free and open exchange of data,
software, and results are critical to enabling collaboration 
and ongoing assessment of techniques and practices.

• Environmental research and education needs should drive
the development of environmental cyberinfrastructure.
Environmental cyberinfrastructure should be based on a
marriage of existing and new technologies, responsive to
user needs, robust, stable, reliable, and adjustable in
response to lessons learned and feedback from users.

• Environmental cyberinfrastructure programs require 
constant balancing  of top-down guidance and bottom-up
self-direction, innovation and reliability, and disciplinary 
and interdisciplinary priorities.

• Creating and maintaining cyberinfrastructure requires an
ongoing commitment on the part of sponsors. Many of the
necessary projects are inherently long-term, and success
will create and increase user demand for further advances.

• Collaborations, linkages, and portals to the broader commu-
nity should be part of environmental cyberinfrastructure
programs and projects. A new level of cooperation among
agencies, environmental science disciplines, computer 
scientists, and environmental domain scientists, and among
researchers, technologists, and educators is needed to 
realize the promise of environmental cyberinfrastructure.

• Making environmental cyberinfrastructure work for educa-
tion and vice versa requires that educational considerations
be part of initial design and definition of programs, includ-
ing processes for review, quality control, validation, and 
credentialing for all education and training materials.
Environmental education must include a greater emphasis
on IT and computer science.

IMPLEMENTATION MUST BE EFFECTIVE, LEVERAGEABLE, DISTINCT, AND HIGHLY VISIBLE.
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Workshop participants identified a wide range of benefits that
are likely to accrue from enhanced support for environmental
cyberinfrastructure. The following examples illustrate the kind
of innovative activities that could be facilitated.
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Scientific, Educational, & Societal Benefits

Coastal Ocean Prediction & 
Resource Management

Regional Observation, Analysis, & Modeling 
of the Environment

Data Assimilation for Carbon Cycle 
Science & Biogeochemistry

Focused Integration of Geographic
Information Systems in the Environmental
Sciences

1

2

3

4
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The coastal ocean is of fundamental importance to many
activities—including fisheries, homeland defense, recre-
ation, and human health. It is also the region of the ocean
in which human activity has perhaps the strongest impact
through the modification of freshwater runoff, the intro-
duction of large inputs of nitrogen and other nutrients,
the episodic release of pollutants, the physical modifica-
tion of the seafloor by dredging, and the alteration of
ecosystems by fishing. In the coastal ocean, the physical
circulation is extremely complicated, the seafloor mor-
phology itself evolves as a result of sediment transport,
and the structure of biological communities varies rapidly
on relatively short space and time scales.

Studies of the coastal ocean are an area where many of the
pressures on cyberinfrastructure resources are acutely felt.
The potential payoff from making additional cyberinfra-
structure investments is therefore large. “Recent advances
in computational capabilities, combined with increasingly
sophisticated observational technologies (e.g., remote
sensing, telemetry, networking, autonomous underwater
vehicles, long-term monitoring systems) present unprece-
dented opportunity to advance understanding of shelf and

estuarine systems and their management” (OITI, 2002).
The challenges presented by the analysis of coastal data,
the assimilation of coastal biogeochemical and physical
data, and the development of whole-system models that
integrate physics and biology and combine small scales
(e.g., river estuaries and coastal inlets) with large scales
(e.g., continental shelves of the United States and the
basins to which they are attached) are profound.

The coastal ocean continues to be a region of intense
observational activity with a growing network of coastal
observatories, a spreading network of coastal radars that
map surface currents (see below), the development and
testing of autonomous underwater vehicles to remotely
sample interior property fields, video recorders that moni-
tor the nearshore wave field, and other instruments that
provide routine physical, chemical, and fisheries observa-
tions. A particular challenge to the coastal ocean science
community will be the integration and interoperation of
these disparate data systems and their use to produce
hindcast and operational (forecast) products for research
and coastal ocean management.

Coastal radar backbone for the proposed NorthEast Observing
System (NEOS). Systems shown in green are currently operational;
those shown in red are planned for future installation.
See http://marine.rutgers.edu/neos/.

Coastal Ocean Prediction & Resource Management1

NEOS HR-Radar Backbone

Operational
To Be Installed
Proposed
Sill Required
NOAA Buoys
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Over the last decade, significant effort and funding have been
applied to the global-scale observation, simulation, analysis,
and assessment of climate change and other environmental
stresses, leading to many impressive results, including the 
creation of global baseline data sets in some key areas.
It is becoming clear, however, that global-scale activities—
whether in observing systems, data systems, or modeling—
are not sufficient as a scientific approach to understanding
the consequences of global change. There is an increasingly
evident need for regional-scale interdisciplinary investigations
that integrate observations, data and information systems,
process studies, and models with the process detail and spatial
resolution necessary to advance scientific understanding of
ecosystem processes and the impacts of multiple interlinked
environmental stresses. Ongoing improvements in cyberinfra-
structure (computational capabilities, networking, data systems,
software, observational technologies, and data assimilation
methods) are coming together to make the implementation 
of such projects feasible.

Weather and climate models can provide the core for a
broader regional environmental forecasting capability, to
which models of air quality, river flows, ecosystems, and
other variables can be added. Linking such modeling efforts
to advanced sensor webs and information systems would
provide the opportunity to initiate experimental forecasts of
new variables, assess impacts and responses, and advance
scientific knowledge. Cyberinfrastructure is the key to
developing such efforts because of the need to integrate
the work of regional networks of experts, distributed over

institutions and locales. Typically, regional projects also
must integrate a diversity of data types, from continuous
operational measurements to episodic research-oriented
process studies. There is an increasing need for integration
of human dimensions data with geophysical information
and the combination of both within some sort of geospatial
framework. Models used at the regional scale cover smaller
domains than global models but typically have extremely
high spatial resolution and so require computing resources
comparable to global models. Overall, regional networks
generate a need for cyberinfrastructure that, in terms of
spatial resolution and the diversity and detail of data
required, poses great challenges and represents an
opportunity for creative large-scale developments.

Such activities would advance scientific understanding,
help inform regional and national decisions, provide many
opportunities for graduate and undergraduate education,
and complement and enhance the ongoing suite of global-
scale investigations of environmental processes and change.
They could draw on larger- or global-scale data and models
to establish boundary conditions, and the results and
insights from regional projects could in turn be aggregated
to synthesize larger-scale results that would assist with diag-
nosis and verification of global-scale activities. Moreover,
once such activities are in operation, demonstration of their
benefits would likely generate interest in replicating them
with linked activities in other regions, perhaps yielding
progress toward the unmet goal of integrated national or
global observing systems.

Regional Observation, Analysis, & Modeling of the Environment

Fusing Observations/Models/Databases
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Improving our understanding of the exchange of carbon
and other key species among the Earth’s atmosphere,
oceans, soils, and living vegetation is one of the highest pri-
orities in climate change science. More accurate projections
of long-term climate change resulting from emissions of
carbon dioxide and other trace gases and aerosols and
effective evaluation of mitigation and adaptation options
are both dependent on such improvement. One of the key
impediments is the difficulty and complexity of assembling
and analyzing a suite of observations of the biogeochemical
cycles as an integrated whole. There are many measurement
programs producing relevant data, but these tend to focus
on parameters within individual reservoirs or subsets of bio-
geochemical species. Observing and understanding a single
reservoir (land, atmosphere, or oceans) or cycle (carbon,
nitrogen, ozone, dust) does not translate to understanding
that reservoir or cycle within the coupled system.

The development and application of new data assimilation
tools hold great promise for meeting this challenge. Data
assimilation is a family of techniques for improving estimates
of geophysical quantities combining models and observa-
tions. Although best known as a tool in weather forecasting,
data assimilation is also used in analysis of complex ocean and
chemistry data sets, and in estimation of parameters in mod-
els. It is well suited to addressing the challenge of integrating
atmospheric, terrestrial, and oceanic data into a common
analysis framework for carbon cycle science. Data assimilation
techniques can also be used to simulate the impact of new
observations on analyses of carbon sources and sinks.

The state of the art in data assimilation is relatively mature,
and experience gained in ocean, chemical, and meteorologi-
cal data assimilation can provide a head start for application
of this suite of techniques to the carbon cycle problem. Initial
work on defining a research agenda suggests an approach
including assimilation model development, reanalysis of key
phenomena such as the carbon system response to El Niño,
education and training of a new generation of carbon cycle
modelers in assimilation techniques, and the creation of a
data clearinghouse and prototype data assimilation teams.

A robust carbon cycle data assimilation effort would repre-
sent a creative and timely application of cyberinfrastructure
to accelerate progress in an important scientific area. Specific
requirements include data interoperability and availability, so
that research and operational data on the cycles and domains
can be integrated. The massive computing requirements for
biogeochemical data assimilation will lend themselves to
advanced technologies such as supercomputing and grid
computing. The diversity of the cooperating communities
motivates researchers to use collaboration technologies
including advanced networking, conferencing, and shared
computing and data. In addition, developing assimilation
models for biogeochemistry will of necessity require spe-
cialized groups distributed around the nation and world
to develop component models and modules and an infra-
structure to unify these components into a system. The
resulting advanced techniques and methods would in
turn be applicable to the study and explanation of other
important biogeochemical cycles.

Data Assimilation for Carbon Cycle Science & Biogeochemistry
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Geographic Information Systems are a class of information
systems used for visualizing, analyzing, and managing spatial
data. GIS provides domain-neutral, geospatial frameworks
that naturally lead to the amalgamation of cross-disciplinary
data and analysis. Many of the cross-cutting needs and
issues identified during the workshop have been at the core
of GIS development and use over the last decade:

• data and component interoperability,

• metadata standards and data discovery services,

• development of common data models and ontologies,

• federation of data stores,

• distributed networks for data delivery,

• analysis and visualization tools,

• coupling of computer, information, and 
environmental sciences,

• educational ties to K-12.

The integration of GIS into the environmental sciences involves
three broad types of activities: (1) the use of existing GIS tools
for scientific endeavor, (2) the modification of GIS architectures
to better address scientific needs, and  (3) the modification of
environmental information systems to incorporate advances in
GIS development (listed above). These integration activities
provide new collaboration opportunities in many areas.

For example, addressing the data modeling complexities intro-
duced by the need to manage four-dimensional environmental
data sets (which can be very large and may change in real time)
will drive deeper linkages among GIS developers, environ-
mental scientists, and computer and information scientists.
The application of GIS to studying the complex interactions
between the built and natural environments will add social sci-
entists to this mix and require an unprecedented level of inte-
gration of data sets from social science and physical science.

The technological integration that is needed to merge environ-
mental information systems with GIS also offers substantial
opportunities for new partnerships with industry. By advanc-
ing the awareness of industry partners and working with them
to implement information systems that address the needs of
scientific research, we can lighten some of the financial burden
on the scientific community for developing its own customized
technology. By infusing the environmental science community
with a deeper understanding of the industry processes
required to produce high-quality, production-grade systems,
we can expect to improve the quality of software and informa-
tion systems emerging from the environmental disciplines.
Finally, developing interfaces with, and in some cases adapting
and using, common industry supported tools, rather than con-
tinuing to rely on highly sophisticated custom tools, should
result in easier public access to scientific data and information.

Focused Integration of Geographic Information Systems in the Environmental Sciences

Geographic Information Systems
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Workshop participants agreed that increased and sustained
support of cyberinfrastructure for environmental research
and education represents a significant opportunity for sci-
entific progress and that an agency like the National Science
Foundation (NSF) is well positioned to lead an effort to
enhance such support. Participation in the workshop and
review of the materials presented have led the steering
committee to propose the following recommendations.

NSF should establish a cross-cutting program to support the
development and deployment of cyberinfrastructure for
environmental research and education (see Table 2).

As part of such an effort, NSF should

• Establish an “Environmental Research and Education
Cyberinfrastructure Federation.” Participants should com-
mit to achieving interoperability and contribute access to
data, results, model components, methods, lessons learned,
and technology adaptations. They should receive funding
to cover nominal costs of sharing their data and docu-
menting their projects, collaborative opportunities, and
lessons learned.

• Initiate a new suite of environmental science collaboratory
efforts that could include centers focused on environmen-
tal synthesis, environmental research grand challenges,
and regional environmental observations, modeling, and
analysis, as well as “production” collaboratories with explicit
funding for infrastructure and clearly articulated missions
and roles for coordinating activities among distributed 
scientific communities.

• Establish ongoing competitive funding for cyberinfra-
structure as a complement to the ongoing Information
Technology Research (ITR) competition. Proposals
should place significant weight on cyberinfrastructure
capacity building in domain sciences (similar to existing
NSF programs for physical infrastructure) and broader
societal impact, as opposed to the primary emphasis 
on innovation in the existing ITR program.

• Fund workshops focused on educational applications of
cyberinfrastructure and the cyberinfrastructure aspects
of the environmental grand challenges outlined in
Complex Environmental Systems.

• Ensure that NSF solicitations in environmental research and
education have a specific cyberinfrastructure element to pro-
mote further development and documentation of innovative
techniques and methods and engender new collaborations.

• Explore means of further enhancing computational
capacity and connectivity, including improving links
between and among individual researchers, small and
medium-sized centers, and large centers in the environ-
mental domain, and improving cooperation between
computational science centers, environmental domain
centers, and individual researchers.

• Support the development and deployment of new collabo-
rative technologies, including improvement and expansion
of the existing AccessGrid (or equivalent) networks to
include multiple nodes in all major environmental research
universities and means of linking more widely dispersed
individual investigators into access grid sessions.

NSF should ensure that this new program is coordinated with
other relevant activities, including the National Aeronautics
and Space Administration’s Earth Science Enterprise; the
Department of Energy’s Office of Biological and Environmental
Research , Office of Fossil Energy, and labs; the National
Oceanic and Atmospheric Administration’s Office of Oceanic
and Atmospheric Research, National Environmental Satellite
Data and Information Service, and labs; and the U.S. Geological
Survey’s Federal Geographic Data Committee and National
Spatial Data Infrastructure.

NSF should work with its partner agencies to

• Stimulate cooperation between environmental and comput-
er sciences, perhaps through designating funding to support
projects that include PIs from both domains and that do not
require simultaneous high-risk innovation in both arenas.

• Support and implement cooperative environmental
cyberinfrastructure programs and projects in accordance
with a set of principles established by the community
(e.g., maintaining open access to data and integrating
educational and research goals). A first-order draft of
such principles is proposed in Table 2 of this document.

• Eliminate exclusive long-term data rights for PIs and
require that all data collected and/or generated with 
federal funds be made openly available using cyberin-
frastructure methods.

Recommendations
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